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Abstract: As the field of pattern recognition and machine learning gains attention, deep learning (DL) is
becoming quite popular. DL is being used by mobile devices in novel ways because of its unparalleled ability
to handle difficult machine learning issues. Next-generation smart apps are possible because to the
availability of sophisticated pattern recognition technologies. Data-driven learning and feature extraction is
enabled by CNNs, which use a large collection of representative visual features extracted from relevant
training data. On the other hand, certain data sets require further changes to the CNN structure and
parameters in order to utilize the CNN technique effectively. For running duration and network weight, a
mobile machine must meet specific parameters. To show you what can be done with a CNN and a mobile
device, we developed an image processing module that can be used in the design of an operating system. After
we teach the steps for using the mobile to gather data, analyze the data, and create the data set, we go on to
teaching those same steps on the web, as that method is essentially the same. As stated previously, as mobile
devices run on a different computer environment and have different data properties, we believe a different
network topology for optical character recognition (OCR) to be more advantageous.
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1. INTRODUCTION

Research into pattern recognition, as conducted using OCR technology, involves both
digital image processing, computer graphics, and artificial intelligence. While digital
preservation of the Shun characters is important in China, OCR is especially relevant
since no such technology is currently available. The character known as the Dong Ba
looks like an oracle bone and has an engraving in gold, like an inscription on a gold bar.
At now, the only means of Shut’s cultural legacy is through oral communication and the
written characters of select individuals [1]. These individuals are in the process of making
their handwritten characters invisible, which hinders the reading of the books. Machine
learning and big data gathering and analysis, as well as classic document preservation
approaches, allow us to modify how documents are preserved by making use of more
sophisticated information processing technologies, such as machine learning. First, here,
we will speak about the current state of research into the Internet of Things (loT) and
describe how convolution neural networks (CNNs) are applied in OCR. Next, we will
cover the status of deep learning in mobile devices. I think that the Internet of Things will
have a greater impact on our lives than the Internet has, and | expect it to start happening
soon. The Internet of Things (loT) is a scenario in which smart, functional 10T gadgets
(e.g., electronic devices) connect with one other.

This new universe of interconnected gadgets will be created by each device being
given a unique identification and the ability to access the Internet. These 10T applications
will change our lives for the better. Health Internet of Things (HIT) sensors is utilized to
keep track of vital patient parameters (such as blood pressure, heart rate, etc.), collect new
data for the purpose of responding to crises, and offer persons with disabilities improved
quality of life. Research on the Internet of Things is also advancing in other fields. A
major research now under way is the | Out (Underwater Internet of Things), which seeks
to investigate and preserve a variety of inaccessible water regions. Interest in this article
can be applied to OCR [2]. A sort of litmus test for pattern recognition algorithms is
optical character recognition. Besides pattern recognition, there are several additional
disciplines of expertise, such as image processing, artificial intelligence, and linguistics,
that are relevant to optical character recognition. By employing optical character
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recognition, computers will be able to process all real-world texts immediately. Results
from the research may be used to a wide range of real-world issues, such as how to break
each email into its constituent parts and what kinds of checks should be recognized.
Generic techniques in character recognition include templates, features, and deep learning
methods. The template matching technique uses a standard template set and progressively
projects the preprocessed pictures of the character to be identified onto that set.

2. PROBLEM STATEMENT

A CNN is a biological-inspired feed-forward neural network. While typical network
topologies include specific convolution and down sampling layers, a CNN is completely
different. LeNet5 was created in 1994, which was a pioneering year for deep learning due
to the creation of convolution neural networks [3]. The majority of the time, this network
is utilized for character recognition typed out by hand. The picture characteristics are
spread over the whole image.

To get comparable features at numerous places with a minimal number of parameters,
use a well-learned parameters model, such as a convolution. Since it's this essential, it is
also crucial that you be able to preserve your parameter and calculation process data.
Local connections and weight sharing are two of the key characteristics of a CNN. For the
sake of this discussion, we will refer to these two parameters as the local connection and
the global connection. Reducing the amount of parameters, increasing the learning rate,
and limiting over fitting are all attributed to having this sort of local connection [4][5].

The combined process is equal to convolution and the shared weight is the filter for
each map. By spreading the weight among several nodes, the number of network
parameters is reduced, resulting in increased efficiency and less over fitting. In the early
levels of the convolution network, an image convolution layer is sandwiched between two
down-sampling layers and a series of fully connected layers, and the classification output
is the last layer. The same artificial neural networks are trained via gradient descent and
back propagation with the CNN making use of these two approaches. During the 1990s,
there was substantial curiosity in researching CNNs. His colleagues were doing important
and comprehensive foundational research on deep neural networks [7,8,9] while they
were implementing algorithms to enhance algorithmic performance and optimize network
design.

3. METHODOLOGY

Mobile devices such as smart phones, watches, and embedded sensors are highly
important when it comes to deep learning. Research in machine learning, mobile systems,
and hardware architecture is expanding due to a new community of academic and
industrial researchers that are all bringing their work together. Image retrieval is achieved
in regard to the user's requirements on the smart mobile device. Current identification
methods usually employ image-matching technology and must extract feature vectors
manually, which renders the model sensitive to outside influences such as changes in
lighting and distortions. As it is invariant to illumination and deformation attempts, this
algorithmic alternative obtains higher recognition performance than standard feature
extraction algorithms.

The system depicted in employs two distinct training and classification methods
[6]. The left module is for data gathering; the centre module is for calculation and storage
in the cloud; and the right module is for character recognition. Mobile devices are
saturated with training computations due to the enormous amount of training data and the
complicated nature of convolution neural networks. Since the model is designed to
function on intelligent devices, training it will be a futile effort. The network parameters
are first trained in the cloud with the help of the GPU offline, and are then loaded and
used to perform the forward propagation operation on the mobile intelligent device. From
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there, a feature extraction is applied, and image search is conducted using the network's
learned cosine similarity score.

4. ENHANCED SYSTEM:

A photograph is uploaded using the mobile device, whether it is through the camera
or by browsing through an album. Once the input picture has been detected, the
coordinates and size of the target region are supplied. In this stage, external interference is
successfully reduced. To provide a well-defined character picture, the processing module
prioritizes character normalization to counteract light, perspective, and other influences.
An image of the sample picture and key points that represent important features are
placed in the centre of the image.

The features are aligned to standard coordinates by uniformly scaling the image with
respect to the key points' positions. To process the picture, a grayscale image is necessary.
Finally, in the initial step, the CNN network parameters are loaded, and then the network
executes a forward propagation operation on the input pictures, which results in the
feature vector output of the last hidden layer. In the last step, the retrieval module uses the
cosine similarity of the feature vectors to see if the two images belong to the same class.
While the word "Shui™ itself may be difficult to comprehend, the essence of the concept it
is trying to convey is straightforward. Because the meaning of the Shui character's
inheritance is unique, only a small number of people can correctly understand the
typeface. Due to the larger font size, some unreadable samples, and numerous examples
with poor handwriting, the character has even more of a challenge to recognize. To
produce a Shui character data set, we shall process the gathered data. In the development
of the data set, there are various stages. To begin, the scanned document's Shui character
picture is first taken off. This research creates a blank space around each character, and
then places the original slice in the middle of the entire picture to prevent the loss of
character edge information during the convolution process. Normalizing the Shui
character picture size to 52*52 pixels eliminates noise and reduces programmed running
time.
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Fig 1: System Design

5. CONCLUSION

Recent breakthroughs in deep convolution neural networks have allowed for
some significant improvements in machine learning; however there are still problems that
have to be solved. The initial step is finding out how many CNN layers there are and how
many neurons each layer has, which must be tested numerous times. The other two facts
are that efficient deep learning algorithms still require massive datasets. Additionally, we
should also supply a large number of training examples for improving the Shui character
recognition accuracy. The same may be said of CNN, which has numerous parameters. A
research challenge is identifying the best settings. Additionally, recent advances in deep
learning technology have also helped virtual reality, augmented reality, and mobile
devices by rapidly developing. Today, as mobile devices completely join the BAI era,
CNN models have become more elaborate, and CNN models that use CNN models are
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expected to become even more elaborate in the future. Now, mobile device deep learning
model compression technology is primarily used to compress neural network structures
over a network.
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